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The system under study in this work is a self-igniting pile of solid material. To predict and understand the effect 

of steep changes of the state variables on such systems, a reaction-diffusion model is employed. These systems 

can exhibit complex oscillatory behaviour, and changes in ambient conditions over time may strongly impact the 

inherent oscillations. To simulate the unsteady evolution of the pile, both a classical numerical technique 

(method of lines) and a reduced order approach are employed in combination with a stiff ODE solver. To account 

for circadian fluctuations in temperature, time-variable boundary conditions are assumed upon formulating the 

problem. The reduced order model is introduced in view of understanding if an approximated formulation 

characterized by a much lower number of state variables can accurately predict the complex behaviour of the 

system even in the case of sudden, steep variations of the values of the state variables due to the phenomenon 

of self-ignition, intensified here by variable boundary conditions. The selected case studies have the goal of 

exploring the effect of stockpile properties on the self-ignition phenomenon. Numerical solutions show the 

anticipated coupling between the system intrinsic dynamics and the oscillating temperature imposed at the 

boundary. All of the analysed cases are accurately replicated by the reduced order model. 

1. Introduction 

Spontaneous ignition is a phenomenon whose danger must be carefully foreseen with a view to its prevention, 

to reduce the risk of material and economic losses in the storage of porous flammable materials. Today, storage 

of solid materials can be relevant to many industries. Traditional production processes such as energy 

production from coal, biobased processes where fossil sources are replaced by biomass (Thorenz et al., 2018), 

or waste treatment plants (Zambra et al., 2011), share the need of handling and storing porous flammable 

materials. The problem of spontaneous combustion and even explosion can also arise in the agricultural or food 

industry (Ramírezn et al., 2009). Non-linear dynamical systems are often employed to study and anticipate the 

occurrence of such unwanted phenomena via numerical simulations (Fu et al. 2021). In this study, the reaction-

diffusion model adopted in Continillo et al. (2000), is used to investigate the effects of ambient temperature 

variations. To describe the spatial and temporal evolution of these initial-boundary value problem, finite 

difference approximations of spatial derivatives may be utilized, which feature a high number of discretization 

nodes, that are required to maintain a high level of accuracy even in the presence of steep changes in the state 

variables, either spatially or temporally, as occurs in the self-combustion of a solid stack (Cutillo et al., 2023). In 

this context, Reduced Order Models (ROMs) are paramount to enable sound design and optimization activities 

of such high dimensional and computationally expensive systems (Jain et al., 2017). The methodology of model 

order reduction has been shown to be both fast and accurate in a variety of applications, ranging from 

aerodynamics (Krath et al., 2021) to chemical engineering problems (Bizon and Continillo, 2021). In this work it 

is shown how knowing non-trivial information about the system, such as the influence of the dimensionless 

activation energy γ upon the dynamics of the system, can help in deriving reduced models that are valid even 

outside of the parameter value domains for which they are built. In fact, if properly constructed, ROMs that are 

based on original physical models can predict system behaviour in areas of parameter space that were not 
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explored during the model's development. In this study, a ROM based on Proper Orthogonal Decomposition 

(POD) and Galerkin projection is developed and utilized to simulate the impact of temperature changes on self-

ignition phenomena. 

2. Mathematical model and computational methods 

2.1 Mathematical model of a self-igniting pile 

The problem of self-ignition of a stockpile is formulated under the following assumptions (Continillo et al., 2000): 

The lower side of the pile is in contact with the ground, while the upper side is exposed to ambient conditions. 

Given that the physical and geometrical properties of the pile in the horizontal directions are assumed constant, 

a one-dimensional model is appropriate to describe the problem. To account for reactant transport inside the 

porous medium, Fickian diffusion of the gas is considered. The chemical reaction between the reactant and the 

solid fuel is modelled using a first-order kinetic. The temperature dependence of the reaction rate is described 

using the classical Arrhenius exponential expression. Gas- and solid-phase are assumed to be in local thermal 

equilibrium, resulting in a single energy balance equation. In addition, neglecting solid material consumption 

leads to the use of only one mass balance equation. Based on these assumptions, the problem is expressed 

using the following dimensionless model equations: 
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Following the work of Zambra et al. (2011), who analysed a pile of composting material under variable ambient 
conditions, the naturally occurring temperature oscillations throughout the day and night are formulated in this 
work using a sinusoidal boundary condition, as reported in Equation 3. The above system of partial differential 
equations is solved applying the finite difference method. Particularly, the discretization nodes employed in this 
study are N=200. The resulting system of ordinary differential equations (ODEs) is called Full Order Model 
(FOM) and is solved with a stiff ODE solver available in MATLAB (ODE15s). 

2.2 Reduced order model formulation 

The methodology employed in this work to build the reduced order model is known as Proper Orthogonal 

Decomposition (Stanislav et al. 2012) and can be seen as a method to extract the most important information 

about the dynamics of the system and to use that information to build a set of empirical basis functions that 

allow an efficient approximation of the state variables of the system. This method is based on the collection of 

experimental observations that in the case of this work come from numerical simulations performed with the 

FOM and will be referred to as snapshots. In general, it is recommendable that the experimental or simulation 

data coming from the FOM be chosen as representative of all different observed dynamic behaviours.  

In this work, the set of snapshots chosen to build the ROM are sampled using a uniform sampling strategy. The 

snapshots are then collected in the following matrix: y(x,ti), x=[x1, x2, …,xn], i = 1, …, M (note that, for simplicity, 

the dependencies of y will not be indicated in the following). To derive the set of empirical basis functions, the 

following eigenvalue problem is solved (Holmes et al., 2012): 

   Φ=C λC  (5) 

where:  

TC =  y y  (6) 

is the correlation matrix and   denotes an arithmetic mean of the standard inner product of the snapshot 

matrix. Then, the truncated state variables are expressed as a linear combination of a sub-set of first K 

determined basis functions: 
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The POD method allows to extract N basis function, but only the most relevant are employed to build the reduced 

model. In fact, the basis function associated with the highest eigenvalues carries most of the information about 

the system dynamics. For this reason, it is possible to approximate the state variable with only K << N POD 

functions, leading to the desired reduction in the dimension of the original system. Following a previous work 

(Cutillo et al., 2023), the set of snapshots was sampled for values of the parameter γ equal to 11 and 13. These 

two values are located in the vicinity of a region of the parameter space where the system has chaotic behaviour, 

as earlier reported in Continillo et al. (2000). The choice of sampling the FOM solutions for these two parameter 

values stems from the fact that two fundamental pieces of information can be derived from the evolution of the 

state variables. The first is the characteristic behaviour of an ignition event with a subsequent stationary state, 

the second is the characteristic behaviour of an ignition event leading to a stable limit cycle. After sampling, the 

reduced model was built and, particularly, 11 modes were chosen for the approximation of the state variables. 

In this way, the original system with 400 differential equations was reduced to 22 differential equations. Like with 

the FOM, the reduced model was also solved using the method of lines, through the same stiff integrator in 

MATLAB (ode15s). 

3. Results and discussion 

3.1 Key parameter values 

Although the model employed in this work was originally derived for simulating coal stockpiles, its crucial kinetic 

parameters can be adjusted to forecast the self-ignition of a variety of materials used across multiple industries, 

including biomass. It is important to consider the potential implications of changing these parameters before 

using the model for new materials, for this reason the selection of parameter values used in the simulation was 

made with the goal of representing realistic materials and ambient conditions. The parameter values reported 

in Table 1 are typical of lignin-rich biomass such as the one studied in Bach et al. (2017). Lignocellulosic 

biomass, in particular, is gaining attention as it is one of the key components of second-generation biofuels (De 

Blasio et al., 2022). Meanwhile, the values used in this study for the combustion enthalpy were taken from the 

research conducted by Krigstin and Wetzel (2016). The frequency of the oscillating temperature at the top 

boundary has been chosen to represent circadian oscillation; being a dimensionless variable, its value depends 

on L (the pile height) and its value can be computed as ω=2𝜋L2 (86400 ∙ 𝛼)⁄ . For the other dimensionless 

variables, reference can be made to Continillo et al. (2000). 

Table 1: Dimensionless and dimensional parameters employed 

Parameter Value Parameter Value 

Φ2 [0.45, 6.5]·105 D 5·10-5 

β  [4.5-4.67] α 1.8·10-4 

γ  [13-17] ω 0.396 

Le 0.2722 ε 0.3 

ΔH [1.8, 2.0]·105 L [0.8, 3] 

Ea [3.25, 4.25]·105 A 20 

3.2 Simulation results 

The studied system can exhibit complex behaviour even without external variable forcing. In fact, Figure 1 shows 

the evolution of the system when a constant temperature value is applied to the outer boundary. The 

dimensionless parameter values used in the analyzed simulation are: φ2 = 5.9529·105, β = 4.5, γ= 17.0386, Le 

= 0.27, which are compatible with the following dimensional parameter values: ΔH = 1.88·105, Ea = 4.25·104, L 

= 2.9 , while the other values are reported in Table 1. As it can be observed, after the transient regime has 

extinguished, the system starts oscillating around what is called a chaotic attractor. This regime is characterized 

by aperiodic behaviour that is strongly dependent on the initial conditions. Although this behaviour has been 

already predicted in Continillo et al. (2000), in the cited work the simulations were carried out for different values 

of the parameters, that were representative of a coal stockpile, whereas in this work are characteristic of a 

stockpile of woody biomass. Because of the hypothesis made in deriving the model, such as: the consumption 

of the solid fuel is neglected; the properties of the pile are constant during the time of the simulation, while the 

concentration of oxidant is constant at the top of the domain; it is seen that the consumption of reactant caused 

by combustion is followed by a new build-up, and so on. This phenomenon can be found in the literature under 
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the name of relaxation-oscillation regime, in which extremely slow build-up is followed by a sudden discharge 

(Strogatz, 2018). In systems characterized by relaxation-oscillation phenomena, the boundary conditions define 

the range of possible solutions that can be challenging in terms of numerical stability, and this of course can 

affect the applied method of the Proper Orthogonal Decomposition for the construction of the Reduced Order 

Model. As seen in the following results, a change in boundary conditions can also affect the amplitude and 

frequency of the oscillations. When the boundary conditions are changed, the system may switch from an 

oscillatory to a non-oscillatory state or can switch between oscillatory states characterized by different 

amplitudes and frequency. For this reason, time-dependent boundary conditions have a significant impact on 

the behaviour of dynamic systems that exhibit relaxation-oscillation phenomena.  

 

Figure 1: Chaotic orbit (a) and time series (b) representative of the evolution of the concentration and the 

temperature inside the porous matrix. The data is sampled at a point in the middle of the domain (x = 0.5).  

Figure 2 shows that, after forcing the system with sinusoidal boundary conditions, its dynamic behaviour 

switches from chaotic to more regular periodic oscillations, featuring much larger bursts of peak temperature, 

resulting in more violent ignition phenomena, as opposed to the low amplitude oscillations that can be found 

without the periodic forcing, shown earlier in Figure 1b. Figure 2a shows how the “stresses” accumulated during 

the slow build-up are released during the sudden “discharge”. Here, the “stress” is the concentration of reactant 

that accumulates within the porous matrix, resulting in a sudden “discharge” when the explosion happens. Figure 

2a shows that the build-up takes almost 3 days. The occurring phenomenon can be visualized better by looking 

at Figure 2b, where snaps of the spatiotemporal evolution of temperature and concentration are reported.  

 

Figure 2: Temperature evolution at the middle of the domain before and after oscillating boundary condition 

are considered, mimicking circadian temperature variations (a), and state variables profiles along the domain 

in four different salient moments. 

The first snapshot is taken at 567.5 h (or 23.64 days) from the beginning of time. Here the system has already 

gone through an ignition phenomenon (as it can be seen from Figure 2a): both temperature and concentration 

are decreasing inside the domain. This decrease is followed by a new, slow build up, as can be seen from the 

snap at 605.7 h (25.24 days). After this state, it takes almost 30 h for the system to achieve the right combination 

of temperature and concentration that allow for the combustion event to newly occur. At 635.3 h the combustion 

starts at the middle of the domain, and in less than 0.1 h (6 minutes), the front of the flame has spread throughout 

the whole domain, consuming the accumulated oxygen. Figure 2a reports the evolution of the system before 

and after the sinusoidal forcing is applied. After the forcing, the system is simulated both by the FOM and the 
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ROM. In this case study, as emphasized by the overlapping curves, the ROM appropriately reproduces the 

dynamic behaviour analysed, which is remarkable if one thinks that this data-driven model has been built from 

solutions of the FOM derived with the hypothesis of constant boundary condition. Clearly, this accuracy arises 

from the fact that the Reduced Order Model (built upon the original first principles model solutions), maintains 

key information about the system dynamics.  

 
Figure 3:  Time series representative of the evolution of the state variables inside the porous matrix. Comparison 

of FOM results with the time-varying boundary condition (a) and FOM with ROM (b). The data is sampled in a 

point at the middle of the domain (x = 0.5). 

While keeping the oscillating boundary temperature, the behaviour of the system can drastically change as the 

values of the parameters of interest are varied. In fact, the results of the simulation reported in Figure 3 are 

obtained for the following values of the parameters: φ2 = 4.5302·104, γ= 12.9894, which are compatible with the 

following dimensional parameter values: ΔH = 1.88·105, Ea = 3.24·104, L = 0.8, while maintaining constant the 

other parameters. Figure 3 shows that, in this case, self-ignition phenomena happen more frequently: taking as 

reference the oscillating boundary condition (reported as the dashed curve in Figure 3a), during one period of 

the sinusoidal boundary condition there are between six and seven combustion events which are followed by 

low amplitude and high frequency temperature and concentration oscillations. Moreover, the most energetic 

combustion events take place when the boundary temperature reaches its minimum. This is caused by the fact 

that, in this case, the concentration of oxidiser in the first layers of the pile cannot drop below the critical level of 

self-ignition because the lower temperature of the “night” inhibits the consumption of reactant in the first layer of 

the domain; hence the reactant  is capable of filling the pile and self-ignite. During ignition, the combustion fronts 

travel along the domain. At the top of the domain the pile is already at low temperature, while in the bottom of 

the domain the pile is still violently burning. The concentration of the reactant keeps building up in the first layers 

and, as the combustion event is ended, a new one can start. Thus, multiple ignitions are observed during one 

night. As the temperature rises (during the day) the concentration of oxygen no longer has the possibility to 

accumulate inside the pile because it is consumed in the first layers and, for this reason, impulsive combustion 

cannot be observed. With these parameter values the ROM appears to be less accurate than the previous case, 

and in fact the curves are not overlapped anymore but, as clearly shown in Figure 3b, the behaviour of the 

system is still well depicted in terms of frequency and amplitude of the oscillations of the state variables. The 

error between FOM and ROM is due to a phase shift, that is characteristic of ROMs built with POD method 

when they are used for the simulation of periodic regimes (Bizon et al., 2008). 

4. Conclusions 

The size chosen for the system under study does not require high computational costs for its numerical 

resolution, and this allowed to evaluate the performance of the ROMs under various conditions. Particularly, the 

reduced model was formulated in view of understanding what would happen if time-dependent boundary 

conditions were simulated, mimicking circadian phenomena, on top of relaxation-oscillation phenomena 

occurring with constant boundary conditions. This in some cases enhanced extreme ignition phenomena that 

might affect numerical stability: in this respect, the MATLAB ODE solver, in association with the model reduction 

technique developed, proved robust and reliable. The system dynamics was shown to be clearly influenced by 

varying boundary conditions, and several parameter values, chosen as characteristic of second-generation 

biofuels, were investigated, and the system behaviour was described quantitatively (through the simulations) 

and physically (giving a physical explanation of the observed phenomenon). Particularly, the relaxation-

oscillation behaviour has been found and described in the neighbourhood of chaotic solutions. Simulations 

results show that the non-stationary character of burning piles (i.e. braziers, stored biomasses, charcoal) already 
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emerges from a simple reaction-diffusion model that neglects most of the real system complexity. Thanks to the 

ROM, it was possible to accurately reproduce the results of the classical model applied in the literature, with a 

reduction of the systemic order of magnitude (going from 400 equations to 22) with obvious savings in CPU 

time. The work will serve as a basis for extending the analysis to more complex systems, such as 2D or 3D 

domains, which may represent the fuel stack more accurately. It is expected that, in addition to the reduction in 

the system, significant savings in CPU time will allow the model to be applied to solve computationally onerous 

problems, such as parametric analysis, optimization or control studies, with a view to predicting and reducing 

the risks these systems pose in terms of economic or material losses.  

Nomenclature

c – dimensionless reactant concentration,  - 

T – dimensionless temperature,  - 

φ – thermal Thiele modulus,  -  

Le – Lewis number,  - 

β – dimensionless heat reaction,  - 

γ – dimensionless activation energy,  - 

t – dimensionless time,  - 

L – layer thickness, m 

D – mass diffusivity, m2/s 

α – thermal diffusivity, m2/s 

ΔH – enthalpy of reaction, J/mol 

Ea – activation energy, J/mol 

ε – porosity,  - 

cp – specific heat, kJ/(kg·K) 

A – amplitude of circadian oscillations,  - 

ω – angular velocity of circadian oscillations,  - 

y – snapshots matrix, - 

x – discretized coordinate vector, - 

M – number of time samples, - 

Φ – set of basis functions, - 

aj – modal coefficients, - 

λ – eigenvectors associated with basis functions, - 

N – number of discretization nodes, - 

K – truncation order of the state variables, - 

C – correlation matrix,  - 
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